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Introduction  

 

L’objectif de ce TP est de mettre en œuvre les mécanismes de haute 

disponibilité et de répartition des charges entre serveurs. Vous pourrez ainsi 

comprendre :  

 

- Comprendre l’intérêt et la complémentarité de la haute disponibilité et 

de la répartition des charges, 

- Comprendre les mécanismes mis en œuvre pour le fonctionnement de 

ces mécanismes,  

- Savoir mettre en œuvre les mécanismes de la haute disponibilité et de 

répartition des charges séparément ou conjointement, 

- Savoir lister les avantages et les limites des concepts de haute 

disponibilité et de répartition des charges, 

 

Partie 1 Mise en place d’une solution de haute 

disponibilité avec Heartbeat : 

Création des serveurs 

Le serveur virtuel model model9 sous L’ESXI srvweb1 et srvweb2 ont bien été 

créé.  

 

srvweb 1 :  

 



 
 

 

srvweb2 : 

 

 

 

 

Les répertoires srvweb 1 et srvweb 2 ont bien été créé dans le datastore  

 

 

 

Les adresses IP ont bien été attribuées ainsi les deux machines peuvent donc 

se rendre sur internet. 

 



 
 

 

 

 

 

 
 

L’installation du service apache2 a bien été effectuée. 

 

 

 
 

Pour vérifier que le service fonctionne correctement nous utilisons la commande service 

apache2 status 



 

 

 

L’affichage de la page d'accueil de chacun des serveurs web a bien été modifié par le nom 

réel. 

 

 
 

 

 

 

 

 

Vérification du bon fonctionnement du service web en saisissant localhost 

 

 
 

 

 

Renommez les serveurs avec leurs nom respectifs SRV1 et SRV2 

 

 
 

 



 

 
 

Les deux serveurs ont bien leur nom respectif de fonctionnel. Ainsi le nom ne sera pris en 

compte que quand nous redémarrerons les machines. 

  

 

 

 

 

 

 

 

 

 

 

 

 

Télécharger et installez le package de heartbeat sur chaque serveur web 

 

 
 

Les packages de heartbeat ont été installés sur les serveurs web. 

 

 

 

Nous avons connecté un commutateur (switch) que nous avons connecté au réseau du 

lycée puis nous avons connecté à se commutateur le SRV1 et le SRV2 en utilisant des 

câbles ethernet. 

 

 

 

Attribuez l’adresse IP définitive aux deux serveurs  

 



 
SRV1 

 

 

 

 

 

 

 

 

 
SRV2 

 

Donc les adresses IP sont bien attribuées. 



 

 

Redémarrer les deux serveurs pour que leurs noms soient pris en compte et pour vérifier la 

bonne configuration IP 

 

 
 

La bonne configuration des IP a bien été pris en compte  

 

 

 

Ping de vérification pour voir si le serveur 2 arrive à voir le serveur 1  

 

 
 

 

 

Configuration du cluster : 

 
Editer le fichier de résolution local de SRV1 : 

 



 
 

 

Editer le fichier de résolution local de SRV2 : 

 
 

 

 

 

 

 

 

Vérifiez la bonne résolution des noms en faisant un ping sur SRV1 et SRV2 

 

 
SRV1 ping bien SRV2  

 

 

 



SRV2 ping bien SRV1 

 

 

 

Nous allons créer sur SRV1 le fichier de configuration d’heartbeat 

 

Pour cela il faut utiliser nano /etc/ha.d/ha.cf ensuite on complète avec les informations 

suivantes : 

 

 
 

 

Seconde configuration pour le SRV2 

 
 

 

Sur SRV1 créer le fichier de configuration des ressources d’heartbeat 

 

Pour cela il faut se rendre dans nano /etc/ha.d/haressources  

 



 
 

 

Seconde configuration pour SRV2 

 
 

 

 

 

 

 

 

 

 

 

 

 

Encore sur SRV1 créez le fichier de configuration de l’authentification  

 

pour cela on se rend dans nano /etc/ha.d/authkeys 

 

ensuite compléter avec les informations suivantes 

 

 
 

Seconde configuration du SRV2  

 
 



Pour les captures d’écran portant le nom pour la seconde configuration du SRV2 c’est toutes 

les configurations car n’ayant pas dupliqué les serveurs ont a refait les configurations au 

complet. 

 

 

Protéger le fichier en réservant l’accès au seul utilisateur root avec la commande : chmod 

600 /etc/ha.d/authkeys 

 

 
 

 

Configurez le second node SRV2 : 

 

 

En ayant stoppé le service de heartbeat on le relance et une fois lancé on se rend compte 

qu’il est bien actif.   

 
 

Sur le serveur 1 et le serveur 2 tout fonctionne correctement. 

 

Test du cluster : 

 

Configuration de l’adresse IP du poste client 

 



 
 

 

Test du fonctionnement du cluster avec un ping sur l’adresse IP du cluster  

 

 
 

 

 

Test du service avec le navigateur en saisissant l’adresse IP du cluster comme URL 

 

 
 

Donc nous voyons donc que le test à bien fonctionné. 

 

 

Vérification pour voir si on voit bien la page web du SRV2 

 

 
 



Donc nous voyons bien la page web du serveur 2 apparaître. 

 

Partie 2 Mise en place d’une solution de 

répartition de service IPVS : 

 

Arrêt du service heartbeat  

 

 
 

 

 

Vérification du bon fonctionnement du service web 

serv1 

 

 
 

serv2 

 
 

Les deux serveurs peuvent bien aller sur internet 



 

 

Attribution des adresse IP définitive 

 

SRV1 

 
 

 

SRV2 

 
 

 

 

Le redémarrage des deux serveurs a bien été effectué et ainsi les noms ont bien été pris en 

compte. 

 

 

 



Création du répartiteur (Load-Balancer) : 

 

Création du serveur virtuelle repartiteur 1  

 

 

 

Le serveur virtuelle repartiteur 1 a bien été créé 

 

 

 

 

 

 

 

 

 

Le répartiteur 1 se trouve dans le dossier Load-Balancer-V1 dans le datastore.  

 

 

 

 

Téléchargement et installation des packages IPVS  

 



 

 

Les packages ont bien été installé 

 

 

Commande de vérification nous allons utiliser la commande : (service ipvsadm status) 

 

 
 

 

 

 

Annexe : 

 
 



Afin d’ajouter une nouvelle carte réseau sur l’ESXI on fait ajouter un adaptateur réseau. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Attribution des adresses définitives aux deux cartes du répartiteur 

 

 

 

 

Le nom du serveur a bien été modifié 

 



 

 

 

Edition du fichier de configuration de IPVS avec la commande : nano /etc/default/ipvsadm 

 
 

 

 

 

 

Création d’une carte virtuelle avec la commande nano /etc/network/interfaces 

 

 



 

 

 

Afin de démarrer la carte virtuelle on utilise la commande ifup ens224 

 

 
 

 

 

Activation du routage avec la commande ; echo 1 > /proc/sys/net/ipv4/ip_forward 

 

 
 

Commande de vérification pour voir si le routage est bien actif : cat 

/proc/sys/net/ipv4/ip_forward 

 

 
 

 

 

Paramétrage du cluster 

 

 
 

 

 

Vérification du paramétrage  

 



 
 

 

Vérification du paramétrage sans résolution des noms avec la commande 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Configuration de l’adresse IP et de la passerelle du client A 

 

 



 

 

Configuration de l’adresse IP et de la passerelle du client B 

 
 

 

 

 

 

 

 

 

 

 

 

Test du répartiteur de charge : 

 

Après avoir effectué la commande watch -n l ‘ipvsadm -ln’ trouve cette fenêtre 

 

 

 



 
 

Sur cette fenêtre on peut voir que le serv1 (172.16.193.11) et le serv2 (172.16.193.41). 

Le 192.16.193.31 est l’adresse virtuelle des serveurs web 1 et 2 . 

Après avoir saisie 5 fois l’ip virtuel sur un navigateur web sur le pc A et le pc B (5 fois sur 

chaque pc), on peut voir que le load balancing redistribue les requêtes sur le serv 1 et le 

srv2    

 

 

 

 

C’est-à-dire que le load balancing reçoit les requêtes et fait de la répartition de charge afin 

de rendre le réseau fluide. Pour cela le load balancing distribue de manière équitable 

chaque requête au serveur 1 et 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

SCHÉMA de la partie 1 et de la partie 2 : 

SCHÉMA 1 



 
SCHÉMA 2 

 
 

 

 

 

Problème rencontré : 

 

En ayant eu un problème au niveau des adressages sur l’ESXI qui ont été modifiés en cours 

de route cela nous à poser problème lors de la réalisation de notre TP. Ce problème a été 

d’ordre général, tout le monde a été impacté. de ce fait il peut y avoir certaines incohérences 

entre les screen et ce qui est dit et fait . 

 

 

 



Conclusion : 

Le clustering c’est le fait de créer (dans notre cas) une redondance de serveur qui ont la 

même ip (ip virtuel) de façon à ce qui si l’on ping ou essaie d'accéder ses serveurs par l’ip 

virtuel on puisse toujour tomber sur un serveur même si l’autre serveur est en panne   

De ce fait, le clustering permet la haute disponibilité d’un réseau et une tolérance aux 

pannes. 

 

Le load balancing c’est le processus de répartition d’un ensemble de tâches sur un 

ensemble de ressources, dans le but d’en rendre le traitement global plus efficace. 

 

Dans notre cas, le load balancing reçoit les requêtes et fait de la répartition de charge afin 

de rendre le réseau fluide. 

Pour cela le load balancing distribue de manière équitable chaque requête au serveur 1 et 2 

elle permet d'assurer une sorte de haute disponibilité et une QoS. 


